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With edge computing becoming more important due to advancements in Internet of Things (loT) devices, demand is increasing for compact, low
power consumption, and low cost microcontroller units (MCUs), which are a key platform of loT systems.

Toshiba Electronic Devices & Storage Corporation has built an artificial intelligence (Al) development environment focusing on the usability of Al
on MCU, which is capable thanks to open-source software (0SS). We have also developed and introduced new compression technology based on
the trainable tensor-train decomposition network (TTD-Net) to reduce both the size of Al models including a large number of weight coefficients
and the computational load while maintaining inference accuracy. Our approach contributes to making practical use of real-time Al inference on

edge devices.
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Relationship between Al development process and OSS tools in
each step
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